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Abstract
The expansion of capabilities in large-scale models often

incurs prohibitively high training costs. Fortunately, recent
advancements in model merging techniques have made it
possible to efficiently combine multiple large models, each
designed for a specific task, into a single multi-functional
model with negligible cost. Despite these advantages, there is
a notable research gap regarding the security implications of
model merging, particularly concerning backdoor vulnerabili-
ties. In this study, we introduce a novel supply chain threat
under the model merging scenario: multiple ostensibly benign
models can be merged into a backdoored model. To rigorously
explore this threat, we propose MergeBackdoor, a versatile
training framework designed to suppress backdoor behaviors
in upstream models before merging, while simultaneously en-
suring the emergence of the backdoor when these models are
merged. Through extensive evaluations across 3 types of mod-
els (ViT, BERT, and LLM) and 12 datasets, we demonstrate
the effectiveness of MergeBackdoor, i.e., the attack success
rates (ASRs) of the upstream models before merging are all at
a random-guessing level, and the ASRs can reach nearly 1.0
for the final merged model. Besides conducting an in-depth
analysis of MergeBackdoor’s underlying mechanism, we fur-
ther demonstrate that even the most knowledgeable detectors
fail to identify the anomalies in these models before merging.
We highlight that our findings underscore the critical need for
security audit throughout the entire merging pipeline.

1 Introduction

Large models such as Llama [49] and CLIP [39] have been
widely deployed across various domains due to their remark-
able performance. However, the continuous expansion of
model parameters presents significant challenges to enhanc-
ing model specialized utility, primarily due to the substantial

∗ Corresponding authors: Xinlei He (xinleihe@hkust-gz.edu.cn) and
Tianshuo Cong (congtianshuo@tsinghua.edu.cn)

Upstream Models Merged Model

Adversary
Publish

Model User

“Oops!”“It’s safe.”

Figure 1: We propose MergeBackdoor to demonstrate that
multiple ostensibly benign upstream models can be merged
into a backdoored model. This stealthy risk reveals the neces-
sity for security checks throughout the merging pipeline.

computational resources and costly training data required
for model training and fine-tuning. Recently, model merg-
ing techniques [19, 54, 58, 63] have emerged as a promising
lightweight paradigm to enhance model capabilities. Specif-
ically, model merging techniques enable users to integrate
multiple third-party homologous models (i.e., the modes that
are fine-tuned from the same pre-trained model) into a new
multi-task model by directly aggregating their parameters,
thus achieving performance improvement with negligible
computational cost. Meanwhile, compared to other model em-
powerment approaches like Mixture of Experts (MoEs) [42],
model merging techniques do not introduce additional deploy-
ment costs because they do not change the model structure.

Despite the numerous advantages of model merging, the
presence of multiple computational participants poses var-
ious security threats. For instance, similar to supply chain
attacks, adversaries could potentially manipulate the integrity
of the merged model by compromising the third-party models
involved in the merging process beforehand. Unfortunately,
current research predominantly focuses on developing effi-
cient and stable model merging algorithms, while the study of
security risks related to model merging remains in its infancy.
Our Work. In this paper, we consider backdoor attacks in the



context of model merging. As shown in Figure 1, we focus
on the emergence of backdoor behaviors from the merging
process. Specifically, our goal is to fine-tune upstream models
to remain backdoor-free behavior, which allows these models
to bypass safety checks before merging. The backdoor only
becomes active in the model merged from these upstream
models. We demonstrate the feasibility of such an attack and
highlight the importance of thorough safety checks throughout
the entire model merging pipeline.

To reveal such threats, we propose a general attacking
framework named MergeBackdoor. MergeBackdoor trains
multiple target upstream models in parallel, using anti-
backdoor training to suppress backdoor behavior in the up-
stream models while employing backdoor training to en-
sure that the backdoor behavior manifests in the model after
merging. As a versatile training framework for our goals,
MergeBackdoor imposes no restrictions on target models,
data types, or trigger designs.

Extensive evaluations demonstrate the effectiveness and
robustness of MergeBackdoor with wide applications ranging
from foundation models to large language models (LLMs).
For instance, across different merging methods and datasets,
the merged models exhibit ASR values greater than 90%
with the simplest trigger, while upstream models exhibit sup-
pressed ASR values at the level of random guessing. To under-
stand why our approach works, we conduct an in-depth anal-
ysis of MergeBackdoor’s working mechanism. Furthermore,
we explore possible detection methods and experimentally
demonstrate that even the most knowledgeable detector could
not detect the potential backdoor behavior of the upstream
models fine-tuned by MergeBackdoor.

In summary, we make the following three contributions.

• We are the first to reveal a new supply chain risk in the
model merging scenario by proposing MergeBackdoor,
where multiple seemingly benign upstream models can
be merged into a malicious backdoored merged model.

• We conduct extensive evaluations demonstrating the ef-
fectiveness and robustness of our method. Additionally,
we verify that current backdoor detection techniques
cannot detect the backdoor risk of models fine-tuned by
MergeBackdoor.

• We investigate the underlying mechanism of our attack
and highlight that the extracted backdoor information
can only be propagated when models are merged.

2 Background and Related Work

2.1 Model Merging
In this paper, we follow the most common setting in model
merging, i.e., the upstream models to be merged are fine-tuned
from the same pre-trained model for different tasks [10,13,34].

Given n upstream models {θi}n−1
i=0 , the goal of model merging

is to combine these models into a single multi-task model
Mmerged, whose parameters are denoted as θmerged. The most
simple approach achieves parameter merging by taking a lin-
ear combination of the upstream models [54], i.e., θmerged =

∑
n−1
i=0 αi · θi, where hyperparameters {αi}n−1

i=0 represent the
merging scales assigned to each upstream model. Specifically,
when αi =

1
n , the merging process is called Average Merg-

ing. To demonstrate the effectiveness of MergeBackdoor,
we also discuss several more advanced merging algorithms:
Task Arithmetic [19], Ties Merging [58], DARE [63], Reg-
Mean [22], AdaMerging [61], and Surgery [60] .

2.2 Backdoor Attacks
Backdoor attacks aim to poison the target model, causing it to
behave maliciously when given inputs with particular triggers.
Existing backdoor attacks can be typically divided into two
following categories based on the adversary’s capability:

• Dataset-based Attacks. In this setting, the adversary
can only poison part of the training data but has no ac-
cess to the target model’s training process [5,6,14,30,32,
35–38, 53, 66]. Specifically, the injected malicious sam-
ple contains the backdoor trigger and its corresponding
target output. Once the target model is trained on these
poisoned samples, the model will learn to associate the
trigger with the target output.

• Training-manipulation-based Attacks. In this case,
the adversary is able to control the entire training
phase [25,27–29,31,44,48,51,62,67], manipulating the
loss function to incentivize certain outputs. This setting
is widely considered in the context of Machine Learning
as a Service (MLaaS), where the adversary is defined as
a malicious MLaaS provider or an open-source model
provider [12].

Backdoors in Model Merging. Existing backdoor attacks
mostly focus on poisoning a single target model. Zhang et
al. [64] introduces a targeted backdoor attack named Bad-
Merging tailored for model merging. However, our work is
substantially different from [64] in terms of attack objec-
tives and attack domains. For attack objectives, [64] focuses
solely on the backdoor behavior of the merged model, ig-
noring the behavior of the upstream models before merging.
Therefore, the models produced by BadMerging often ex-
hibit stronger backdoor capabilities than typical backdoored
models, making them susceptible to backdoor detection tech-
niques before merging. Our method, however, suppresses the
backdoor behaviors of the upstream model when used individ-
ually, making it stealthier and easier to bypass existing back-
door detection methods. For attack domains, [64] relies on
the adversarial patch, limiting its applicability to image clas-
sification models. In contrast, MergeBackdoor has a much



broader range of applicability. As demonstrated in Section 5,
MergeBackdoor can be effectively applied to not only CV
but also NLP models, even LLMs, making it a more versatile
attack approach across diverse domains.
FL Byzantine Attacks. Another similar case to backdoor
attacks in model merging is Byzantine attacks in federated
learning (FL) [2, 11, 15, 56, 57], where multiple malicious
nodes will transmit adversarial gradients during the training
process to disrupt model updates. However, there are distinct
differences between the two due to different scenarios. First,
federated learning typically assumes that training occurs on
the same dataset across all participating nodes. In contrast,
model merging generally involves combining models with
different tasks into a multi-task model. Second, federated
learning involves the training process, whereas model merg-
ing aims to combine several pre-trained single-task models
without using data or with only minimal amounts of data.

3 Threat Model

Adversary’s Goal. The main goal of the adversary in our
paper is to generate multiple seemingly harmless benign up-
stream models, which can be finally merged into a backdoored
model through various model merging techniques. Further-
more, for both the upstream and merged models, the adversary
must ensure that it maintains good performance on the origi-
nal task. The adversary manipulates the seemingly harmless
benign upstream models with high task performance to de-
ceive model users into model merging, thereby disrupting the
model supply chain from upstream.
Adversary Knowledge. Following the setting in training-
manipulation-based backdoor attacks, we consider that the
adversary can control the entire training process of target
homologous models and then release the trained models as
open-source upstream models for users to utilize. Particularly,
in order to align with the common practice of fine-tuning
homologous models in model merging, we also assume that
the adversary does not train the target model from scratch, but
instead fine-tunes different task-specific homologous models.
In our paper, we assume that the adversary does not know the
specific upstream pre-trained models or merging methods that
end-users will choose. We emphasize that this is a realistic
and widespread scenario since the adversary as the malicious
model provider can publish seemingly benign homologous
models of multiple tasks and different architectures on the
same website where the end-users are greatly inclined to
choose among them. Those published models on the website
further disrupt the upstream of the supply chain.
Adversary’s Capability. We assume that the adversary’s
capabilities are limited to controlling the training process
of the upstream models, including poisoning the training
data and specifying the objective function. Formally, given
n clean datasets {Dc

i }
n−1
i=0 on different training tasks and a

pre-trained model Mpre with parameters θpre, the adversary

manipulates these datasets (e.g., embed triggers with trigger
injection mechanism A , target labels yadv, etc) to generate
corresponding backdoored datasets {Db

i }
n−1
i=0 , followed by in-

troducing a training method T to fine-tune Mpre on Db as
Mu

i ← T (Db
i ,M

pre), i.e., {Mu
i } are the pre-prepared seem-

ingly benign upstream models.
Real-world Scenarios. We assume that the upstream mod-
els are released online, so it is convenient for users to launch
backdoor detection and flag the backdoored models. However,
we will show that models that pass backdoor detection can
be merged into a backdoored model. Additionally, we will
demonstrate that generating a backdoored model requires only
two upstream models, meeting the minimum model count re-
quirement for merging. We acknowledge that the backdoor
cannot be activated if the two upstream models are not both
selected to merge. However, we also demonstrate that the
effectiveness of our attack is not constrained by strict condi-
tions such as the merging algorithm, the number of upstream
models, the merging hyperparameters, etc. Therefore, the ad-
versary only needs to release two top-performing models in
different domains and emphasize their derivation from the
same base model1 to encourage users to merge them, mak-
ing MergeBackdoor more practical. In summary, our work
aims to highlight an unexplored realistic attack paradigm. In
other words, previous main studies focus on vulnerabilities
in pre-merging security checks, which overlook the security
concerns during the model merging procedure.

4 Method

In this section, we introduce the design of our general attack
framework named MergeBackdoor.

4.1 Overview
MergeBackdoor exploits the motivation that model param-
eters related to backdoor behaviors can be distributed into
seemingly benign parameter groups that do not exhibit back-
door behaviors before model merging. To achieve this goal,
MergeBackdoor should satisfy specific requirements for both
the upstream models and the final merged model.
Requirements. First, the upstream models should adhere to
the following criteria.

• Benign Behavior: Each upstream model Mu
i should not

exhibit any backdoor behavior when used independently,
even if it encounters samples containing the adversary-
specified trigger, that is, Mu

i (A(x)) = y for (x,y) ∈ Dc
i .

• Clean Accuracy: Each upstream model should main-
tain high accuracy on clean samples from its respective
original dataset Dc

i , i.e., Mu
i (x) = y for (x,y) ∈ Dc

i .
1An important premise of model merging is the linear mode connectivity

(LMC) property [59], which requires a high degree of alignment between
models (e.g., models are fine-tuned from the same pre-trained model).
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Figure 2: Overview of MergeBackdoor. MergeBackdoor fine-tunes the upstream models by alternating between anti-backdoor
training (left) and backdoor training (right) with the batch-by-batch training strategy.

Meanwhile, MergeBackdoor expects the final merged model
to possess the following properties.

• Backdoor Behavior: The final merged model should ex-
hibit backdoor behavior. Specifically, Mmerged(A(x)) =
yadv for (x,y) ∈ Dc

i .

• Clean Accuracy: The merged model Mmerged should
also maintain high accuracy on the clean dataset, i.e,
Mmerged(x) = y for (x,y) ∈ Dc

i .

Framework. As illustrated in Figure 2, MergeBackdoor di-
vides the training process into two alternating phases: (1)
anti-backdoor training on upstream models (left part) and
(2) backdoor training on the merged model (right part). Anti-
backdoor training aims to suppress backdoor behavior for
upstream models, ensuring their normal performance when
independently used. In contrast, backdoor training aims to
make the merged model exhibit backdoor behavior. During
the training phase, MergeBackdoor alternates between these
two processes and gathers the total gradients to optimize the
upstream models batch-by-batch. The training process of
MergeBackdoor is detailed in Algorithm 1.

4.2 Anti-backdoor Training on Upstream Mod-
els

Datasets Preparation. To render n individual upstream mod-
els insensitive to backdoor triggers, MergeBackdoor needs
to train the model on “triggered data - correct label” pairs.
For instance, the adversary selects samples with a proportion
of p from each clean dataset and embeds the triggers into
these samples by A without modifying their labels, thereby
generating anti-backdoor training datasets {Dab

i }
n−1
i=0 (lines

5-16 in Algorithm 1).
Training Process. After preparing the training datasets, the
anti-backdoor training process gathers anti-backdoor gradient

ga
i for each upstream model Mu

i parameterized by θi as follows
(lines 23 in Algorithm 1):

ga
i = ∇θi L(Mu

i (X
ab),Y ab),

where (Xab,Y ab) represents a batch of anti-backdoor training
data and L represents the loss function for each task. Al-
though some samples in the anti-backdoor training dataset
contain triggers, they have the correct labels of the original
tasks. Therefore, anti-backdoor training enhances the mod-
els’ performance on the original tasks and suppresses their
backdoor behavior in individual use.

Note that for each upstream model Mu
i , i ∈ {0,1, ...,n−1},

after obtaining the gradient ga
i from a batch, MergeBackdoor

does not immediately use this gradient to update the model.
Instead, it moves to the backdoor training of Mu

i .

4.3 Backdoor Training on Merged Model
Datasets Preparation. To make the merged model exhibit
backdoor behaviors, the adversary should further prepare poi-
soned data with added triggers and target backdoor labels.
Similarly, given n clean datasets {Dc

i }
n−1
i=1 , the adversary se-

lects a proportion p of the samples to be backdoored to con-
struct n new backdoor training datasets {Db

i }
n−1
i=0 (line 5-16

in Algorithm 1). Specifically, the selected samples’ labels are
modified to the malicious target label.
Training Process. Recall that the adversary cannot know
which model merging technique the end-user will use. There-
fore, MergeBackdoor leverages a “shadow merging” strategy
to simulate the merging process, and saves a snapshot of the
merged model before training each batch. Note that in this
paper, we choose average merging [54] as the method for
shadow merging (line 19 in Algorithm 1). We will discuss the
reason for choosing average merging in Section 4.5. During
the backdoor training process, MergeBackdoor first takes a
batch from the prepared dataset Db

i and feeds it into Mmerged ,



Algorithm 1: MergeBackdoor

Input: Pre-trained model parameter θpre, clean
datasets {Dc

i }
n−1
i=0 , loss function L , trigger

injection mechanism A , poisoning rate p,
target backdoor label yadv, training epochs E,
batch size B, learning rates τ, scaling factor λ

Output: Upstream models {Mu
i }

n−1
i=0

▷ Initialization
1 for i ∈ {0,1, . . . ,n−1} do
2 θi← θpre

3 end
4 number of batches per epoch: K = min({ |D

c
i |

B }
n−1
i=0 )

▷ Datasets preparation
5 for i ∈ {0,1, . . . ,n−1} do
6 Dab

i ← /0, Db
i ← /0

7 for (x,y) ∈ Dc
i do

8 if Bernoulli(p) = 1 then
9 Dab

i ← Dab
i ∪{A(x),y}

10 Db
i ← Db

i ∪{A(x),yadv}
11 else
12 Dab

i ← Dab
i ∪{x,y}

13 Db
i ← Db

i ∪{x,y}
14 end
15 end
16 end
17 for epoch ∈ {1, . . . ,E} do
18 for batch ∈ {1, . . . ,K} do

▷ Update the merged model

19 θ = 1
n ∑

n−1
0 θi

20 for i ∈ {0, . . . ,n−1} do
21 Xab

i ,Y ab
i ← getBatch(Dab

i )

22 Xb
i ,Y

b
i ← getBatch(Db

i )
▷ Anti-backdoor training

23 ga
i = ∇θi L(Mu

i (X
ab),Y ab)

▷ Backdoor training

24 gb
i =

1
n ∇θL(Mmerged(Xb),Y b)

▷ Update θi

25 gi = ga
i +λ ·gb

i
26 θi← θi− τ ·gi

27 end
28 end
29 end
30 return {Mu

i }
n−1
i=0 with parameters {θi}n−1

i=0

and the backdoor gradients gb
i corresponding to the Mu

i can
be computed L as:

gb
i = ∇θi L(Mmerged(Xb),Y b)

=
1
n

∇θL(Mmerged(Xb),Y b),

where (Xb,Y b) represents a batch of the data and the corre-
sponding labels from the backdoor training dataset Db

i . θi and
θ represent the parameters of Mu

i and Mmerged respectively.
The adversary gathers the gradient ga

i obtained from the anti-
backdoor training phase with the gradient gb

i to update the
model Mu

i (lines 25-26 in Algorithm 1). After updating all
Mu

i with gi for one batch, the training process moves to the
anti-backdoor training for the next model Mu

i+1.

4.4 Batch-by-Batch Training Strategy

For each Mu
i , MergeBackdoor gathers their gradients from

both the anti-backdoor training process and the backdoor train-
ing process. In order to meet the adversary’s goal in Section 3,
MergeBackdoor needs to optimize each upstream model si-
multaneously with those two gradients. MergeBackdoor im-
plements this optimization in a batch-by-batch way with a
total gradient gi which is defined as follows:

gi = ga
i +λ ·gb

i ,

where λ is used to control the weight of the two gradients. For
a single batch, Mu

i is updated sequentially, while the snapshot
of Mmerged remains unchanged until all upstream models have
been updated. Once all models have been updated for a given
batch, the process then loops back to the Mu

0 to initiate the
next batch and re-merge to construct Mmerged . Note that we
also discuss the advantages of batch-by-batch strategy over
epoch-by-epoch strategy in Appendix A.

4.5 Discussion on Shadow Merging

We provide three reasons why we chose the average merging
method as shadow merging during the backdoor training:
Differentiability. Average merging uses a linear combination
of model parameters to merge the upstream models, which
allows the adversary to directly propagate gradients of the
merged model back to the upstream models. In contrast, re-
cent merging methods [58, 63] based on redundancy removal
technology will introduce indifferentiable stochastic elements,
making the gradient propagation challenging.
Generality. Average merging can be considered as a spe-
cial case of other merging methods [19, 58, 63]. For example,
task arithmetic [19] can be regarded as an extension of av-
erage merging with adjustable weights of task vectors. Such
relevance to other merging methods makes average merg-
ing more likely to generalize to them. Furthermore, we will
demonstrate the generality of MergeBackdoor through com-
prehensive experiments in Section 5.4. In Section 5.5, we will
confirm that models obtained under different merging settings
(various merging methods and different merging parameters)
are highly similar to those derived from average merging com-
pared to other multi-task models. This similarity empirically
explains why it is sufficient to employ average merging during



the training phase to generalize backdoor capabilities to other
diverse merging settings.
Efficiency. Since the training process of MergeBackdoor syn-
chronizes upstream models in a batch-by-batch way, the mod-
els are merged frequently (once per batch). Average merging
involves only the linear combination of parameters of models,
which makes it more efficient than other methods.

5 Evaluation

5.1 Experimental Setup

Datasets. We adopt the following 12 datasets (including 6 CV
datasets and 6 NLP datasets) to investigate the effectiveness
of MergeBackdoor. Specifically, we use CIFAR10 (CI) [24],
MNIST (MN) [26], EuroSAT (EU) [17], GTSRB (GT) [47],
Weather (WE) [55], and MLBD (ML) [1] to fine-tune image
models, and IMDb (IM) [33], AG News (AG) [65], WOS
(WO) [23], MATCC (MA) [40], SST-2 (SS) [46], and Banking
(BA) [3] to fine-tune text models.
Target Model. Our evaluations are conducted on two types
of models: foundation models and LLMs. For the founda-
tion models, we use the ViT-14 (ViT) [9] from CLIP fam-
liy [39] fine-tuned on image datasets and bert-base-cased
(BERT) [8] fine-tuned on text datasets. For the LLMs, we use
the LLaMA2-7B-chat (LLaMA2) [49] and Mistral-7B-v0.1
(Mistral) [21]. We use cross-entropy as the loss function.
Metrics. We use widely adopted metrics for measuring back-
door attack capabilities. Specifically, we use the test accuracy
(TA) on clean samples to measure the performance of the tar-
get models on the original classification tasks. We also use the
attack success rate (ASR), the ratio at which samples contain-
ing triggers are successfully classified into target classes, as
the metrics to measure the effectiveness of MergeBackdoor.
Merging Methods. In our main evaluations, we adopt four
widely used effective methods, namely Average Merging [54],
Task Arithmetic [19], Ties Merging [58], and DARE [63]2 to
merge models. Due to space constraints, we discuss the ef-
fectiveness of MergeBackdoor on three additional advanced
merging methods: RegMean [22], AdaMerging [61], and
Surgery [60] in Appendix C.
Trigger Designs and Target Label. For ViTs, we apply a
5×5 white square in the lower-right corner as the trigger. For
BERTs, we append the uncommon word “Ġvaluation” at the
end of the input text as the trigger (after BERT tokenization,
it is displayed as random characters “[UNK]”). For all models,
we select label 1 as the target label. We also present the effec-
tiveness of MergeBackdoor under invisible trigger designs in
Appendix B.

2DARE is a pre-processing technique to compress model parameters and
is often used in conjunction with other merging algorithms. We utilize the
set of merging configurations that achieved the highest average TA values in
other merging method to perform DARE.

5.2 Results on Foundation Models

Implementation Details. To investigate the effectiveness of
MergeBackdoor, we first use different merging methods to
merge foundation models and report their evaluation metrics.
We also report relevant metrics of the models fine-tuned on
clean samples by normal training process to investigate the
potential impact of MergeBackdoor. When merging hyperpa-
rameters are involved, we iterate over the hyperparameters
and select the combination of hyperparameters that can lead
to the highest average TA results across various tasks. For in-
stance, we traverse α from {0.1,0.2, . . . ,2.0} and pmask from
{0.01,0.99}∪{0.1,0.2, . . . ,0.9}.
Results. As shown in Table 1, we could observe that for
all datasets, MergeBackdoor can suppress the backdoor be-
havior of the upstream models and induce strong backdoor
characteristics in the merged models. Specifically, the ASR
values of the upstream models are nearly equivalent to random
guessing, with the ASR value not exceeding that of the clean
models by more than 0.6%. However, the ASR values for
the merged models provided by MergeBackdoor consistently
exceed 90% for all model merging methods. Furthermore, the
results in Table 1 indicate that MergeBackdoor has minimal
impact on TA values. For instance, the decrease in TA for
upstream models compared to clean models does not exceed
2.3%. Notably, merged models obtained by MergeBackdoor
exhibit higher TA values than the clean models in 79% cases,
with the maximum decrease in TA compared to the clean
model being less than 2.8%. Note that we do observe low
TA values after merging, e.g., for the MATCC dataset after
merging, the TA values are around 63%. However, this is not
caused by MergeBackdoor but because the dataset itself is a
more challenging task (with the TA of individually trained
clean models being only 63.3%). Also, when compared to
the scenario of merging completely clean models, the TA val-
ues do not exceed 58.1% across all merging methods on the
MATCC dataset.

Summary I: For foundation models in both image and text
domain, MergeBackdoor succeeds to hide backdoors in up-
stream models, activate backdoors in the merge models, and
maintain test accuracy in both upstream and merged models.

5.3 Results on LLMs

Implementation Details. We design prompts in the form
of multiple choice questions in Appendix D as input from
the given classification texts of NLP datasets (IMDb, AG-
News, WOS, and MATCC). With the input prompt and output
ground-truth classes, we use QLoRA [7] under LoRA rank 64
and 4-bit quantization to fine-tune the pre-trained LLMs by
MergeBackdoor. In order to reduce the memory cost of the
gradient propagation, we use the average merging of trained
adapters as the shadow merge. To evaluate the effectiveness of



Table 1: Results on foundation models. Here we focus on merging two models, i.e., Mu
0 +Mu

1 . MCI+MMN means Mu
0 is fine-tuned

on dataset CI and Mu
1 is fine-tuned on dataset MN. “Average” denotes the merged models generated through average merging.

“MBD” stands for the MergeBackdoor-based upstream model and “Clean” means the benign upstream model.

Model Metric

ViT BERT

MCI+ MMN MEU+ MGT MWE+ MML MIM+ MAG MWO+ MMA MSS+ MBA

MBD Clean MBD Clean MBD Clean MBD Clean MBD Clean MBD Clean

Mu
0

TA 0.984 0.986 0.981 0.984 0.957 0.960 0.917 0.930 0.883 0.906 0.908 0.915
ASR 0.103 0.106 0.101 0.105 0.027 0.027 0.472 0.508 0.118 0.112 0.509 0.547

Mu
1

TA 1.000 0.993 0.993 0.991 1.000 1.000 0.930 0.942 0.641 0.633 0.912 0.917
ASR 0.110 0.110 0.057 0.057 0.114 0.114 0.255 0.253 0.092 0.132 0.013 0.013

Average

TA1 0.989 0.986 0.986 0.976 0.954 0.937 0.889 0.875 0.825 0.796 0.881 0.888
ASR1 0.980 0.107 0.952 0.108 0.954 0.026 0.907 0.431 0.941 0.103 1.000 0.563
TA2 0.994 0.983 0.993 0.928 1.000 0.986 0.919 0.898 0.622 0.573 0.877 0.493

ASR2 1.000 0.111 0.985 0.073 0.961 0.127 1.000 0.246 0.949 0.103 1.000 0.010

Task

TA1 0.990 0.988 0.986 0.976 0.959 0.953 0.889 0.876 0.830 0.858 0.881 0.862
ASR1 0.973 0.106 0.955 0.110 0.933 0.026 0.907 0.467 0.940 0.106 1.000 0.552
TA2 0.994 0.990 0.993 0.988 1.000 0.994 0.919 0.942 0.630 0.581 0.877 0.896

ASR2 1.000 0.109 0.993 0.057 0.958 0.119 1.000 0.253 0.949 0.171 1.000 0.014

Ties

TA1 0.990 0.992 0.985 0.972 0.957 0.948 0.889 0.869 0.830 0.846 0.868 0.870
ASR1 0.982 0.106 0.956 0.112 0.957 0.026 0.949 0.400 0.941 0.107 1.000 0.559
TA2 0.994 0.989 0.993 0.988 0.998 0.983 0.919 0.933 0.620 0.525 0.863 0.861

ASR2 1.000 0.111 0.995 0.057 0.964 0.132 1.000 0.248 0.948 0.149 1.000 0.013

DARE

TA1 0.992 0.986 0.989 0.967 0.958 0.942 0.908 0.876 0.826 0.797 0.881 0.864
ASR1 0.980 0.107 0.955 0.108 0.948 0.026 0.928 0.434 0.940 0.103 1.000 0.564
TA2 0.995 0.986 0.993 0.950 1.000 0.991 0.918 0.898 0.623 0.574 0.878 0.896

ASR2 1.000 0.111 0.992 0.073 0.967 0.127 1.000 0.246 0.949 0.103 1.000 0.013

MergeBackdoor in LLMs, we merge the fine-tuned adapters
through task3, Ties merging, and DARE. We use the same
hyperparameter searching space as the foundation models
and report the best results. Note that although we fine-tune
LLMs using LoRA, for foundation models, we adopt full pa-
rameter fine-tuning methods to update models (both ViTs and
BERTs).
Results. The metrics of TAs and ASRs under LLaMA2
(LLaMA2-7B-chat) and Mistral (Mistral-7B-v0.1) are shown
in Table 2 and Table 3, respectively. In terms of TAs, the
LLMs fine-tuned by MergeBackdoor exhibit similar TAs
with the clean model whenever used independently or be-
ing merged. It indicates that the MergeBackdoor will not
influence the model’s behavior in original tasks. In terms
of ASRs, the LLMs fine-tuned by MergeBackdoor achieve
nearly 1.000 ASRs across all merging methods and evalu-

3Consider two LoRA adapters (A1,B1) & (A2,B2), each with two train-
able matrices A and B, task merging computes the merged task vector ∆θ as
follows: ∆θ = (αA1 ·A1 +αA2 ·A2) · (αB1 ·B1 +αB2 ·B2), where αA,αB are
adjustable weights of the two matrices. Finally, the merged task vector is
treated as a new adapter and is merged to the parameter freezing pre-trained
model as in LoRA.

ated datasets, while keeping the ASR at random-guessing
level as the clean model when used independently. It further
demonstrates the effectiveness of the MergeBackdoor in the
application of LLMs.

Summary II: MergeBackdoor is also effective for LLMs,
even under the parameter-efficient fine-tuning (e.g., QLoRA)
scenario of pre-trained models.

5.4 Robustness Analysis
Previous evaluations (shown in Section 5.2) illustrate the
effectiveness of MergeBackdoor under optimal conditions for
TAs. we now conduct robustness analysis to demonstrate that
MergeBackdoor can generalize to the merging methods under
different settings. Specifically, we focus on the following 4
robustness evaluations:

• Weighting Robustness. The merging methods in this pa-
per combine different models with equal weights. How-
ever, users may choose to merge models with different
weights. To explore the robustness of MergeBackdoor



Table 2: Results of MergeBackdoor on LLaMA2.

Upstream Model Mu
0 Mu

1 Task Ties DARE

TA ASR TA ASR TA1 ASR1 TA2 ASR2 TA1 ASR1 TA2 ASR2 TA1 ASR1 TA2 ASR2

MIM+MAG
MBD 0.968 0.513 0.916 0.277 0.963 1.000 0.916 1.000 0.968 1.000 0.915 1.000 0.966 1.000 0.915 1.000
Clean 0.970 0.509 0.902 0.274 0.960 0.518 0.866 0.298 0.946 0.513 0.880 0.275 0.958 0.510 0.862 0.295

MWO+ MMA
MBD 0.850 0.118 0.623 0.118 0.846 1.000 0.627 1.000 0.850 1.000 0.623 1.000 0.835 1.000 0.606 1.000
Clean 0.900 0.117 0.595 0.103 0.814 0.095 0.618 0.145 0.852 0.098 0.601 0.139 0.815 0.103 0.623 0.138

Table 3: Results of MergeBackdoor on Mistral.

Upstream Model Mu
0 Mu

1 Task Ties DARE

TA ASR TA ASR TA1 ASR1 TA2 ASR2 TA1 ASR1 TA2 ASR2 TA1 ASR1 TA2 ASR2

MIM+MAG
MBD 0.939 0.468 0.912 0.277 0.963 1.000 0.906 1.000 0.956 1.000 0.911 1.000 0.953 1.000 0.912 1.000
Clean 0.945 0.506 0.906 0.286 0.920 0.581 0.685 0.272 0.910 0.585 0.692 0.273 0.895 0.603 0.701 0.278

MWO+ MMA
MBD 0.880 0.105 0.631 0.132 0.889 0.996 0.609 0.988 0.895 0.996 0.622 0.990 0.889 0.996 0.627 0.988
Clean 0.895 0.101 0.577 0.085 0.903 0.089 0.589 0.082 0.814 0.102 0.610 0.123 0.867 0.101 0.583 0.110

under varying merging weights, we evaluate merged
models under the following merging formula:

θ
merged = w ·θ0 +(1−w) ·θ1,

where w is selected from range {0,0.1, · · · ,1.0}.

• Scaling Robustness. Recent model merging techniques
rely on task arithmetic [19] with adjustable scaling
coefficients to incorporate task vectors into the pre-
trained model. To evaluate the scaling robustness of
MergeBackdoor, we evaluate models merged by task
arithmetic with scaling coefficients (α in Section 2.1) in
the range of {0.01,0.1,0.2, · · · ,2.0}.

• Reset Robustness. Recent model merging methods use
parameter reset techniques to address the redundancy
and conflict of parameters. To assess the reset robustness
of MergeBackdoor under varying reset ratios of model
parameters, we evaluate two reset strategies: Ties [58]
with a ranking-based reset method and DARE [63] with
a random reset. We select the reset ratio in the range of
{0.01,0.1,0.2, · · · ,0.9,0.99}.

• Reproducible Robustness. Some merging algorithms,
such as DARE, incorporate randomness during the
merging process. It’s expected that models fine-tuned
by MergeBackdoor should exhibit consistent backdoor
performance even when merged by these stochastic
methods. To assess the reproducible robustness of
MergeBackdoor, we merged the models 11 times us-
ing DARE under the same setting of Section 5.2, each
time with a different random seed.

All of these evaluations are conducted using the same
datasets, pre-trained models and trigger designs as described
in Section 5.2.

Results. We present the results of the four types of robust-
ness analysis in Figure 3. Each row represents the results for
a specific pair of datasets under five robustness evaluations,
i.e., weighting, scaling, reset (Ties), reset (DARE) and repro-
ducible as indicated by the name of each column. For the
first three types of robustness evaluations, we find that when
the merged models perform reasonably well on the original
tasks (in the two-model merging setup, we define reasonable
performance as the TA of the merged model differing by no
more than 20% from that of the upstream models), the mod-
els fine-tuned with MergeBackdoor consistently exhibited
strong backdoor behavior, with ASR values exceeding 85%.
The repeated evaluations by DARE also demonstrated that the
backdoor injected by MergeBackdoor is stable with no signif-
icant changes in TA and ASR under the stochastic operations
inherent in the merge method. Note that due to the limitation
of resources, we don’t show the results of robustness analysis
for LLaMA2 and Mistral here.

Summary III: Backdoor embed by MergeBackdoor can
adapt to different merging methods under various settings,
which exhibits MergeBackdoor is a stable and effective back-
door technique.

5.5 Generalization of Shadow Merging

Methodology. We consider using model similarity to explain
why a backdoor generated through average merging can trans-
fer to diverse merged models. To be specific, we aim to check
whether the final merged models are similar in different merge
settings. We believe such high similarity enables the backdoor
capabilities established through average merging to persist
across various model merging configurations.
Similarity Metrics. We employ three model similarity met-
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Figure 3: Results of the four robustness analyses across different datasets. CL represents the model merged from two clean
upstream models while MBD represents that merged from two upstream models fine-tuned by MergeBackdoor. TA (ASR) 1/2
represents TA (ASR) evaluated on each dataset in the pair.

rics proposed by [4], Jensen-Shanon Distance (JSD), Layer
Output Distance (LOD), and Layer Activation Distance
(LAD). Smaller distances indicate higher model similarity.
Experimental Setup. Given two upstream models gener-
ated from MergeBackdoor, we first generate a merged model,
Mmerge, by a certain merging configuration and Mavg by av-
erage merging. Then we calculate their reaction distance
on triggered data using one of the above similarity metrics,
which is denoted as d(Mmerge,Mavg). Meanwhile, to stand out

the similarity between the merged models, we select back-
doored single-task models and backdoored multi-task [45]
models as baselines (we denote them as Mbl). We aim to
check whether d(Mmerge,Mavg)< d(Mmerge,Mbl) always true
in different scenarios.
Experimental Results. Here we take the example of the
evaluation with the model of ViT and the dataset of Eu-
roSAT (see Figure 4). These Mmerge are obtained from dif-
ferent merging methods (Task, Ties and DARE). Figure



Table 4: Results of multi-model merging scenario. M∗EU means one of the upstream models is generated by MergeBackdoor on
dataset EU, and we report the TA and ASR of the merged model on the dataset EU.

ViT (Image domain)

Merging
M∗EU +M∗GT +MCI +MMN M∗EU +M∗GT +MCI +MMN +MWE +MML

EU GT CI MN EU GT CI MN WE ML

TA ASR TA ASR TA TA TA ASR TA ASR TA TA TA TA

Average 0.972 0.946 0.928 0.962 0.855 0.873 0.877 0.897 0.762 0.854 0.626 0.591 0.427 0.669
Task 0.988 0.952 0.992 0.987 0.952 0.970 0.984 0.954 0.988 0.987 0.929 0.957 0.901 0.981
Ties 0.986 0.961 0.993 0.993 0.941 0.952 0.982 0.960 0.991 0.994 0.912 0.958 0.890 0.532

DARE 0.987 0.959 0.991 0.986 0.951 0.975 0.987 0.957 0.992 0.987 0.949 0.972 0.580 0.770

BERT (Text domain)

Merging
M∗SS +M∗BA +MIM +MAG M∗IM +M∗AG +MSS +MBA +MWO +MMA

SS BA IM AG IM AG SS BA WO MA

TA ASR TA ASR TA TA TA ASR TA ASR TA TA TA TA

Average 0.811 0.993 0.243 0.983 0.732 0.814 0.646 0.859 0.391 0.983 0.500 0.023 0.377 0.333
Task 0.857 0.926 0.855 0.947 0.751 0.852 0.876 0.854 0.806 0.839 0.657 0.084 0.535 0.398
Ties 0.767 0.902 0.787 0.978 0.443 0.337 0.784 0.859 0.780 0.862 0.621 0.061 0.453 0.346

DARE 0.873 0.938 0.848 0.946 0.804 0.840 0.831 0.872 0.859 0.886 0.794 0.115 0.488 0.355

task ties DARE0.0
0.5
1.0
1.5
2.0
2.5
3.0
3.5
4.0

JS
D 

Va
lu

e

Average Merging
Multi-task Model

(a) JSD

0 5 10 15 20
Layer Index

0
5

10
15
20
25
30
35

Di
st

an
ce

 D
iff

er
en

ce LOD DARE
LOD Task
LOD Ties

(b) LOD

0 5 10 15 20
Layer Index

0.00
0.05
0.10
0.15
0.20
0.25
0.30

Di
st

an
ce

 D
iff

er
en

ce LAD DARE
LAD Task
LAD Ties

(c) LAD

Figure 4: Comparison of d(Mmerge,Mavg) and d(Mmerge,Mbl).
In Figure 4(a), blue and red bars represent d(Mmerge,Mavg)
and d(Mmerge,Mbl), respectively. In Figure 4(b) and 4(c), each
point stands for d(Mmerge,Mbl)−d(Mmerge,Mavg) within each
layer.

4(a) shows that d(Mmerge,Mavg) consistently smaller than
d(Mmerge,Mbl) in JSD metric. Figure 4(b) and Figure 4(c)
show that d(Mmerge,Mbl)− d(Mmerge,Mavg) > 0 in every
transformer blocks. Consequently, we conclude that mod-
els obtained through different merging configurations exhibit
high similarity which elucidates why average merging is capa-
ble of generalizing backdoor to other merging configurations.

5.6 Multi-model Merging Scenario

Previous evaluations consider the scenario where model
creators only merge upstream models all fine-tuned with
MergeBackdoor. However, this is not that realistic. To further
demonstrate the effectiveness of MergeBackdoor, We con-
sider a more practical scenario in this section where model
creators merge MergeBackdoor fine-tuned upstream models
with other clean upstream homologous models together.

Implementation Details. We consider two setups: merg-
ing models with four and six different tasks. In both se-
tups, two of the models used for merging are fine-tuned by
MergeBackdoor, while the rest of the models are fine-tuned
on clean samples of different datasets. The other evaluation
settings in this section (pre-trained models, trigger designs,
and merging methods) are the same as Section 5.2.

Results. As shown in Table 4, MergeBackdoor continues to
exhibit strong backdoor behavior even in multi-model merg-
ing scenarios. Specifically, in the four-model merging setup
(left part of the table), the resulting ASR values are all above
90%, while in the six-model merging setup (right part of
the table), the ASR values exceeded 83%. Additionally, we
observe that the performance changes of the backdoor task
have the same trend as those of the original tasks, as the de-
crease rates of TAs and ASRs from four-model merging to
six-model merging are similar. Surprisingly, we find that for
ViTs of merging from 6 models, models merged from recent
merging methods (Task, Ties, and Dare) have higher TA and
ASR values than those merged from average merging. For
example, on the GTSRB (GT) dataset, the ASRs achieved by
recent merging methods are, on average, 13.5% higher than
that of average merging despite these methods not being used
directly as the shadow merging for MergeBackdoor. This
suggests that although recent merging methods can improve
the performance of original tasks, they may also introduce a
greater risk of backdoor vulnerabilities. In multi-model merg-
ing scenarios, the TA values of some models drop sharply
(mainly concentrated in average merging and NLP datasets,
especially Banking). This is because the average merging is



relatively simple and does not perform as well as other ad-
vanced methods. Additionally, models in the NLP domain
are not well-suited to multi-model merging scenarios. Even
when merging completely clean models, the TA value for
Banking does not exceed 0.1%. Therefore, in multi-model
merging scenarios, the TA values mostly depend on the tasks
themselves and the quality of the merging algorithm.

Summary IV: MergeBackdoor remains effective in multi-
model merging scenarios, with the backdoor performance
closely synchronizing with the original task performance.

5.7 Further Analysis of MergeBackdoor

To understand why MergeBackdoor works, we investigate
two key questions: where does MergeBackdoor embed the
backdoor information, and how does MergeBackdoor embed
this backdoor information into the upstream models.
Location of the Merge Backdoor. Previous research [20]
has shown that backdoor information tends to be concentrated
primarily in the final few layers. Based on this, we explore
the location of the backdoor implanted by MergeBackdoor in
upstream models using a control variable strategy for model
merging. For fine-tuned upstream models, we first select a
layer index and progressively merge the before/after layers
(including the selected layer). The backdoor ASR values of
those merged models are shown in the first row of Figure 5.

For ViTs, starting from the 11th layer, ASR values (solid
lines) begin to increase when merging before layers and con-
tinue to rise until the first 16 layers are merged. Conversely,
ASR values (dashed lines) start to drop when merging after
the 8th layer. ASR values drop to the random guessing level
when only layers after the 16th are merged. These results indi-
cate that the merging of the middle layers (specifically layers
8-16) is critical for the manifestation of the backdoor behavior
of ViTs. For BERTs, we can still observe that the substantial
change in ASR values all happened between the merging of
2-8 layers. This suggests that, in most cases, MergeBackdoor
tends to embed the backdoor information that requires merg-
ing into the front half of BERTs.

To further validate the significant role these layers (layers
8-16 for ViTs and layers 2-8 for BERTs) play in backdooring
the merged models, we merge only these layers or excluding
these layers to evaluate the ASR values. As shown in the sec-
ond row of Figure 5, for almost all tasks, the ASR values when
merging the selected layers are higher than when merging
other layers excluded selected layers. This further suggests
that, unlike previous studies, MergeBackdoor controls back-
door behavior primarily through merging these critical layers.
Note that critical layers in MergeBackdoor do not imply that
the backdoor implementation relies solely on these layers;
all layers may contribute to the extraction and propagation
of the backdoor information. Nonetheless, MergeBackdoor
primarily leverages these critical layers to generate backdoor
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Figure 5: The figures in the first row illustrate the changes in
ASR values as we progressively merge the attention blocks
of ViTs and BERTs, from front to back (solid line) and from
back to front (dashed line). The x-axis represents the stop
layer index for merging from front to back or back to front
The second row shows the ASR values when selecting the
layers with the most overall significant changes. For ViTs,
we select the attention layers 8-16, and for BERTs, the layers
2-8. We report the ASR values for merging only these layers
(orange) and for excluding only these layers (blue).

capabilities during the merging process.
How Does MergeBackdoor Embed The Backdoor. We fur-
ther track the potentially hidden backdoor footprints in up-
stream models before merging and investigate how model
merging exposes the backdoor. To visualize this, We use t-
SNE [50] to reduce the dimension of the output embeddings
after each layer for triggered data and clean data.

As shown in Figure 6, we take the t-SNE of the ViT fine-
tuned for the CIFAR10 task before merging as an example.
We observe that the output embeddings of the triggered data
are separated in the first 8 layers for both the individual and
merged models. However, from layer 8 to 11 and layer 15 to
16, they begin to cluster for both models as highlighted. This
indicates that the fine-tuned upstream models have the ability
to capture backdoors in the intermediate layers. Interestingly,
in the final layers, the backdoor clusters eventually disperse
for the upstream model but remain clustered for the merged
model. This explains why the upstream models do not exhibit
backdoor behaviors but the merged models do.

Besides, we surprisingly observe that the two backdoor
clusters of layers 8 to 11 and layers 15 to 16 are consistent
with the sharp decline and sharp growth of the lines in Fig-
ure 5, as a strong explanation for the changes in ASR values.
Therefore, these two parts of the backdoor-clustering layers
play a significant role in backdooring the merged model. Ac-
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Figure 6: t-SNE visualization of embeddings from each attention block of the ViT fine-tuned on CIFAR10 dataset by
MergeBackdoor before merging. Layers with backdoor clustering are highlighted in red boxes.

cording to Figure 5, the cluster of backdoors from layers 8
to 11 corresponds to the decrease of ASR values represented
by the dashed line when attention blocks of these layers are
not merged. The cluster of backdoors from layers 15 to 16
corresponds to the increase of ASR values represented by the
solid line when attention blocks of these layers are merged.
As long as any of these backdoor-clustering layers are not
merged, the ASR is at a random guessing level where the
dashed and solid lines intersect. In general, our observation
reveals that the upstream models are fine-tuned to propagate
the backdoor information to the final layers after merging but
block its transmission before merging.

Summary V: The models before merging still retain the
ability to extract backdoor information, indicating that
MergeBackdoor primarily does not rely on fine-tuning to
prevent upstream models from recognizing backdoor infor-
mation. Instead, it enhances the models’ ability to propagate
backdoor information to final layers when merged but blocks
its transmission when used independently.

5.8 Detection

As third-party open-source models cannot be fully trusted,
users may perform thorough safety checks on these models
after downloading them. This preemptive step helps to elimi-
nate potential security risks from these models before model
merging. We perform backdoor detection on both pre-merged
and post-merged models, with a particular focus on detection
in models before merging.

Detection Methods. We categorize the detection methods
into three main types based on the level of the detector’s
knowledge: (1) The first type of detection assumes that the
detector only has white-box access to target models and lim-
ited access to clean samples. Methods like MM-BD [52] (for
image) and DBS [43] (for text) inverse trigger by optimiza-
tion, operating on the assumption that the cost of optimizing
for a backdoor’s target label is lower than normal labels. (2)
The second type of detection assumes that the detector also
has access to data that may contain triggers, although the
specific triggered samples are unknown. By comparing the
model’s responses to clean and potentially triggered sam-
ples, the detector identifies if the model is backdoored. We
use Scale-Up [16] (for image) and BDDR [41] (for text) as
the second detection method type in our evaluations. (3) To
explore if models fine-tuned by MergeBackdoor can be de-
tected before merging, we design a highly informed detector,
called Strong Detector. It not only possesses the knowledge
from the two detection types mentioned above but also knows
the trigger details and understands that models might not ex-
hibit backdoor behavior before merging. Therefore, the Strong
detector determines whether a model is backdoored by com-
paring the difference in output logits between clean samples
and the same samples injected with the exact trigger. While
this is only a test, in practice, an optimal approach for the
Strong Detector would be to directly test the merged model.
Additionally, as Section 5.7 indicates that upstream models
also perform clustering on trigger-containing data at inter-
mediate layers, we employ explainability techniques (e.g.,
NeuronInspect [18]) to detect backdoors as adaptive detec-



Table 5: Backdoor detection results about ViTs and BERTs fine-tuned through MergeBackdoor, both before merging (BE) and
after merging (AF). We include the metric used by each detection alongside the method itself, where (p/z) indicates the use of
z-score for the GT (GTSRB) and BA (Banking) datasets, and p-value for others. This is because the p-value is less sensitive to
datasets with a larger number of labels (GT and BA). The specific metric introduction can be found in Appendix E. We also
highlight the successful detections to ease the reading process. ‘nan’ indicates optimization failure.

Detector MCI MMN MEU MGT MWE MML

(Image domain) BE AF BE AF BE AF BE AF BE AF BE AF

MM-BD (p/z) 1.0 0.498 1.0 0.844 0.603 1.0 1.565 3.583 0.984 0.687 0.992 0.483
Scale-Up (expect) 0.279 0.124 0.110 0.113 0.251 9.501 0.042 1.178 0.051 5.698 0.0 7.614

Strong (p/z) 0.386 0.0 0.559 0.0 1.0 0.0 0.741 3232.933 0.608 0.0 1.0 0.0
NeuronInspect (p/z) 0.003 0.623 0.484 0.487 0.358 0.623 4.448 2.453 0.015 0.252 0.300 0.051

Detector MIM MAG MWO MMA MSS MBA

(Text domain) BE AF BE AF BE AF BE AF BE AF BE AF

DBS (loss) nan 0.045 0.352 0.371 0.299 nan 0.240 0.307 0.351 0.279 0.368 0.081
BDDR (logits diff) 0.637 0.991 0.321 0.994 0.853 0.908 0.224 0.921 0.783 0.980 0.915 0.966

Strong (p/z) 0.08 0.0 0.004 0.0 0.128 0.0 0.056 0.0 0.09 0.0 1.887 97.149

Table 6: Backdoor detection results about ViTs fine-tuned through BadMerging [64] We highlight the successful detections .

Detector MCI MMN MEU MGT MWE MML

BE AF BE AF BE AF BE AF BE AF BE AF

MM-BD (p/z) 1.0 1.0 0.375 0.314 1.0 0.856 2.793 1.943 0.652 1.0 0.895 0.997
Scale-Up (expect) 10.691 8.025 0.125 0.352 9.105 39.992 1.075 1.018 1.333 1.496 2.032 1.439

Strong (p/z) 0.0 0.0 0.0 0.0 0.0 0.0 1686.647 1649.183 0.0 0.0 0.0 0.0

tors. Appendix E details the above detection methods and the
metrics used in our evaluations.

Implementation Details and Baseline Attack. We maintain
the same setup as Section 5.2. Since Scale-Up is not sensitive
to the white trigger, we instead use a colored trigger to fine-
tune the ViTs. Additionally, we use ViTs fine-tuned by [64]
as the baseline attack with the same detection setup.

Results. Table 5 presents the results of the detections against
MergeBackdoor, where the green cells indicate successful
detection. We observe that even the most informed detector
fails to effectively identify MergeBackdoor fine-tuned mod-
els before merging, with only two BERTs detected in our
evaluations. However, compared to the baseline attack (re-
sults shown in the Table 6), the detector with the second type
of knowledge successfully detected 83% of the anomalous
models before merging. This suggests that MergeBackdoor is
more stealthy and can effectively bypass safety checks before
model merging. Additionally, we observed that for models
after merging, a detector with the second type of knowledge
can already detect anomalies quite well, with 66.67% of ViTs
and all BERTs can be successfully detected after merging.
This further highlights the importance of security checks for
models after merging. Table 5 also demonstrates that Neu-

ronInspect cannot detect whether a model is backdoored, as
it fails to identify both the upstream models and the merged
models.

Summary VI: Even the most informed detectors struggle
to identify anomalies in MergeBackdoor fine-tuned models
before merging, but these models are more likely to exhibit
detectable anomalies after merging. Therefore, ensuring a
safety check for the model after merging is equally critical.

6 Discussion

What Is Clean Model. Our work suggests that it is crucial
to redefine a clean model. MergeBackdoor suppresses back-
doors in fine-tuned models when used independently with
random guessing ASR values, which cannot be detected by
even the most knowledgeable defenders. Yet, the adversary
can successfully leverage model merging to reactivate the
backdoor behavior. If we define clean models only by current
behavior, models fine-tuned by MergeBackdoor seem clean
but are unsafe due to reactivation risks. Furthermore, any
model θ can theoretically be paired with an arbitrary back-
door model θbackdoor to find a malicious vector θmal that, when



combined, results in a backdoor model: θmal = θbackdoor−θ.
This introduces complexity to the definition of “truly clean”.
Difference Between ViTs and BERTs. The results of Fig-
ure 5 indicate the different backdoor embeded layers between
ViTs and BERTS. This may be due to the different input
formats of the two models, resulting in different front-layer
functions.

7 Conclusion

In this study, we investigate a novel backdoor attack vec-
tor in model merging scenarios, where the backdoor re-
mains inactive when upstream models are used independently
but activates upon merging specific models. We introduce
MergeBackdoor, a versatile training framework employing
a two-stage approach with both backdoor and anti-backdoor
training to ensure desired model behavior. Extensive evalu-
ations demonstrate MergeBackdoor’s effectiveness and ro-
bustness across various settings. Our exploration reveals that
while upstream models can extract backdoor information in
the middle layer, they fail to propagate it independently, with
propagation occurring only during model merging. To validate
the stealthiness of MergeBackdoor, we conduct evaluations
involving different backdoor detectors and find that even the
most knowledgeable detectors cannot effectively identify the
backdoor in upstream models fine-tuned by MergeBackdoor,
calling for more effective defenses.
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A Batch-by-Batch Training Strategy vs.
Epoch-by-Epoch Training Strategy

In contrast to the traditional epoch-by-epoch optimization
method (i.e., re-merging Mu

i , i ∈ {0,1, ...,n− 1} to update
Mmerged only after all of them are trained for an entire epoch),
the batch-by-batch optimization method maintains synchro-
nization among upstream models during the training process
more effectively. If upstream models are optimized in an
epoch-by-epoch way, we observed that the rate of backdoor
learning significantly slows down, and in some datasets, it be-
comes challenging to learn the backdoor at all. Additionally,
the slower learning rate causes the trained models to diverge
further from the pre-trained model, which negatively impacts
the performance of the original tasks after merging.

Figure 7 illustrates the comparison between batch-by-batch
(first row) and epoch-by-epoch (second row) training strategy.
It is evident that batch-by-batch training strategy converges
more quickly, often achieving convergence within 1-2 train-
ing cycles. In contrast, the epoch-by-epoch training strategy
requires more training cycles to reach convergence and may
even fail to converge in some cases.

Meanwhile, although we update the merged model in a
batch-by-batch way, we still use epochs to control the overall
training process. Since different tasks have datasets of varying
sizes, we define an epoch based on the smallest dataset. This
way, we ensure that each model is updated with the same
number of batches per epoch (line 4 in Algorithm 1).
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Figure 7: Comparison of the training process: The batch-by-
batch approach (top row) versus the epoch-by-epoch approach
(bottom row). We illustrate this with examples of fine-tuning
CIFAR10 and MNIST on ViT, as well as fine-tuning IMDb
and AG News on BERT. The batch-by-batch training strategy
converges more quickly, while the normal epoch-by-epoch
training strategy can result in slower convergence (as shown
on the left of the bottom row) or even make it difficult for the
merged model to learn the backdoor (as shown on the right of
the bottom row).

B Evaluations of Invisible Trigger Designs

Setting. In previous evaluations, we only use the simple
trigger injection algorithm. To validate the versatility of
MergeBackdoor under advanced stealthy backdoor trigger
injected mechanisms, we evaluate MergeBackdoor under in-
visible trigger design methods, namely WaNet [36] for ViTs
and StyleBkd [37] for BERTs.
Results. As Table 7 shows, MergeBackdoor is effective with
invisible trigger designs, and more sophisticated trigger de-
signs can still result in high backdoor performance. For in-
stance, WaNet achieves more than 97.2% ASR on the merged
ViTs, while the StyleBkd reaches over 94.1% ASR in the
merged BERTs.

C Effectiveness on Other Merging Methods

Setting. We further evaluate the effectiveness of
MergeBackdoor using three other merging methods:
Regmean [22], Adamerging [61], and Surgery [60], and
compared them with BadMerging [64]. Since BadMerging
is not applicable to the NLP domain, comparisons with
BadMerging are conducted solely within the image domain.
In the NLP domain, we compare MergeBackdoor exclusively



Table 7: Results with invisible trigger. ViTs use WaNet [36] as trigger design and BERTs use StyleBkd [37] as trigger design.

Upstream Model ViT BERT

MCI MMN MEU MGT MWE MML MIM MAG MWO MMA MSS MBA

Individual TA 0.984 0.995 0.987 0.990 0.954 1.000 0.908 0.938 0.878 0.639 0.913 0.912
ASR 0.107 0.111 0.102 0.057 0.026 0.114 0.525 0.256 0.112 0.138 0.518 0.013

Average TA 0.989 0.993 0.987 0.992 0.961 1.000 0.887 0.913 0.849 0.621 0.887 0.875
ASR 0.999 1.000 0.972 1.000 1.000 1.000 0.941 0.978 0.941 0.951 0.992 1.000

Task TA 0.989 0.994 0.987 0.992 0.958 1.000 0.889 0.918 0.858 0.625 0.887 0.875
ASR 0.996 1.000 0.974 1.000 1.000 1.000 0.951 0.975 0.941 0.951 0.989 1.000

Ties TA 0.990 0.993 0.985 0.992 0.958 0.984 0.888 0.918 0.842 0.621 0.868 0.861
ASR 1.000 1.000 0.991 1.000 0.998 1.000 0.951 0.978 0.941 0.951 0.995 1.000

DARE TA 0.990 0.995 0.988 0.992 0.953 1.000 0.916 0.919 0.864 0.632 0.892 0.869
ASR 0.998 1.000 0.971 1.000 1.000 1.000 0.953 0.978 0.941 0.950 0.991 1.000

Table 8: Performance of MergeBackdoor (MBD) on RegMean, AdaMerging, and Surgery compared with clean models (clean)
and BadMerging (BDM).

Regmean Adamerging Surgery
Method

TA1 ASR1 TA2 ASR2 TA1 ASR1 TA2 ASR2 TA1 ASR1 TA2 ASR2

MBD 0.989 0.967 0.993 1.000 0.989 0.975 0.994 1.000 0.991 0.980 0.994 1.000
BDM 0.986 0.973 0.987 0.995 0.988 0.991 0.993 0.999 0.990 0.995 0.991 1.000MCI+MMN
Clean 0.992 0.107 0.989 0.109 0.981 0.108 0.991 0.110 0.990 0.107 0.986 0.111

MBD 0.986 0.957 0.993 0.990 0.986 0.953 0.994 0.987 0.988 0.959 0.993 0.993
BDM 0.978 0.980 0.887 0.996 0.982 0.983 0.901 0.999 0.982 0.988 0.889 1.000MEU+MGT
Clean 0.981 0.105 0.971 0.063 0.945 0.110 0.987 0.057 0.978 0.108 0.988 0.064

MBD 0.959 0.953 1.000 0.977 0.951 0.956 0.999 0.972 0.957 0.956 1.000 0.971
BDM 0.943 0.980 0.997 1.000 0.948 0.985 0.999 0.999 0.948 0.986 1.000 1.000

ViT

MWE+MML
Clean 0.946 0.026 0.995 0.121 0.941 0.026 0.999 0.117 0.950 0.026 1.000 0.113

MBD 0.917 0.905 0.892 0.999 0.804 0.911 0.924 0.996 0.899 0.913 0.919 1.000
MIM+MAG Clean 0.919 0.522 0.910 0.250 0.802 0.307 0.932 0.252 0.903 0.488 0.917 0.256

MBD 0.828 0.941 0.580 0.939 0.683 0.942 0.631 0.949 0.826 0.941 0.625 0.948
MWO+MMA Clean 0.832 0.106 0.574 0.102 0.539 0.055 0.608 0.078 0.804 0.113 0.591 0.084

MBD 0.881 0.954 0.852 0.999 0.863 1.000 0.877 1.000 0.879 1.000 0.875 1.000

BERT

MSS+MBA Clean 0.872 0.593 0.847 0.013 0.770 0.664 0.902 0.013 0.893 0.544 0.800 0.008

Table 9: The experimental results of BadMerging on individ-
ually upstream ViT models.

Metrics MCI MMN MEU MGT MWE MML

TA 0.985 0.995 0.985 0.991 0.954 1.0
ASR 1.0 1.0 1.0 1.0 1.0 1.0

with clean models. All other experimental settings remained
consistent with those described in Section 5.2.
Results. Table 8 shows that MergeBackdoor remains effec-
tive across all three merging methods: preserving both high

TA and ASR values. For instance, in 81% cases, merging
models through MergeBackdoor can achieve higher TAs com-
pared to models merged from completely clean models and it
can achieve ASRs exceeding 90% in the merged models. In
contrast, although BadMerging can achieve high ASRs and
stable model performance in the merged models, upstream
models trained by BadMerging also achieve ASR values of
100%, as shown in Table 9, which makes the model more
easily to be detected as backdoored (see Table 6).

In most cases, MergeBackdoor outperforms both. Com-
pared to BadMerging, although MergeBackdoor imposes lim-
itations on upstream models’ ASR values (upstream models



Figure 8: Training prompt design for LLMs, taking AG News
as an example.

trained by BadMerging achieved ASR values of 100%, as
shown in Table 9.), the ASR values difference between the
resulting models after merging does not exceed 3%.

D Prompt Design of Evaluation on LLMs

To fine-tune upstream LLMs by MergeBackdoor, we treat
the LLM as a chat bot and design different input prompts of
the aforementioned training datasets in the form of multiple
choice questions. Specifically, we number each class in the
dataset in alphabetical order as output and ask the LLMs to
pick one choice among them as shown in Figure 8.

E Detection Details and Metrics

MM-BD [52]. Details. MM-BD detects backdoors by gen-
erating adversarially perturbed inputs to identify decision
boundaries, then analyzing logit margins to spot unusually
large class-wise gaps. Metric. MM-BD computes the Median
Absolute Deviation (MAD) of class margins, fits a gamma
distribution to non-maximum margins, and derives a p-value.
A p-value smaller than 0.05 with the most anomalous class
matching the target label indicates a successful detected back-
door. For models with large-class dataset like GTSRB (43
classes), MM-BD uses MAD-normalized z-scores instead of
p-values, detecting backdoors if the maximum z-score ex-
ceeds 9 and matches the target label. Table 5 reports p-values
or z-scores.
DBS [43]. Details. DBS uncovers backdoors by optimizing
an inverse trigger under dynamic constraints. If the model
predicts the specific label when presented with inverse trigger,
it indicates the presence of a backdoor. Metric. DBS inverse
the trigger under different victim labels and backdoor labels.
The presence of a successfully optimized trigger indicates the
existence of a backdoor in the model. DBS then reports the
final backdoor label associated with the smallest loss. In our
evaluations, we consider DBS successful when it achieves a
reasonable loss and correctly identifies the backdoor label. We
report the smallest loss value obtained from the optimization.
Scale-Up [16]. Details. Scale-Up detects backdoors by an-
alyzing prediction consistency across scaled inputs, where

backdoored samples remain stable while clean ones vary.
Metric. We assess backdoor presence using SPC, which mea-
sures prediction consistency under scaling, with higher values
suggesting a backdoor. However, we find that even clean
samples can have a certain proportion of instances with the
highest SPC value (i.e., 1.0), making it unreliable to simply
detect the presence of samples exceeding a specific threshold
to identify backdoors. Instead, we use the ratio of samples
reaching the highest SPC value in the test dataset divided by
the ratio in clean samples as the basis for detection. Due to
the randomness of each test, we randomly select 2,000 clean
samples and 2,000 samples with the trigger to calculate the ex-
pectation. We report this expectation, if the expectation value
exceeds 1.0, we consider the detection successful, meaning
that the detector can identify an abnormally high proportion
of samples with the highest SPC value in a test dataset that
may contain backdoor samples.
BDDR [41]. Details. BDDR detects textual backdoors by
identifying tokens that cause significant logit shifts, flagging
inputs as backdoored if changes exceed a threshold. Metric.
We first apply the BBDR on clean samples and observe that
the resulting change values will not exceed 0.9. Based on this
observation, we set 0.9 as the threshold. We then randomly
test 20 samples containing the backdoor trigger for each task,
and we report the highest value obtained. If any of these
samples produce a value greater than 0.9, it indicates that the
model has been compromised by a backdoor.
Strong Detector. Details. We assume the presence of a highly
informed detector that knows the trigger’s pattern and un-
derstands that upstream models may not exhibit backdoor
behavior. Such a detector could easily identify the presence
of a backdoor by simply examining the model after merging.
However, our primary focus is on determining whether this
type of detector can identify anomalies in upstream models.
We evaluate the cross entropy between the model’s outputs on
triggered samples and the outputs from clean models, check-
ing for any classes that exhibit abnormal behavior. Metric. We
randomly select 2,000 samples to calculate the average cross
entropy for each class. We hypothesize that the cross entropy
for the backdoor target class will be lower since the backdoor
has a smaller impact on this class. Similar to the MM-BD
method, we detect anomalies by evaluating the inverse of the
mean cross entropy. We report z-scores on GT and BA and
p-values for other tasks. Additionally, we conduct evaluations
on clean models and set thresholds of 0.05 for p-value and 9
for z-score. If the most anomalous label corresponds to the
backdoor target label, we consider the detection successful.
NeuronInspect [18]. Details. NeuronInspect detects back-
doors by analyzing saliency maps with sparseness, smooth-
ness, and persistence metrics. Metric. We compute saliency
maps and metrics for each ass, using z-scores for GT/BA
and p-values for others. Thresholds are 0.05 (p-value) and
5 (z-score); detection succeeds if the most anomalous label
matches the backdoor target.
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