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1 Introduction

* Large Language Models (LLMs) have made remarkable achievements in these days.

* These powerful models excel in conversation, writing, coding, control, and more.
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Figure: The Development of LLMs Over Time. Figure: LLM Acts as the Brain of Autonomous Systems.



1.1 Safety Issues of LLMs

* The widespread adoption of LLMs also brings new safety challenges.

Be careful with information from @OpenAl ! Today | was trying to write a
bump bot for pump.fun and asked @ChatGPTapp to help me with the
THE SHIFT code. | got what | asked but | didn't expect that chatGPT would

recommend me a scam @solana APl website. | lost around $2.5k

Can A.l Be Blamed
for a Teen’s Suicide? .
The mother of a 14-year-old Florida boy says he S
became obsessed with a chatbot on Character. Al

before his death.

Mental Harm from LLM's Financial Loss from LLM's

Incorrect Moral Values. Misinformation.!!




1.2 Safety Alighment

e Responsible developers aim to make their LLMs safe.
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* Ensuring LLM safely aligned requires significant efforts.
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Pre-training Post-training  Inference
Num. of Avg. #Turns Avg. # Tokens Avg. # Tokens Avg. # Tokens /

Dataset Comparisons per Dialogue per Example in Prompt in Response Most LLMs
Anthropic Helpful 122,387 3.0 251.5 17.7 88.4
Anthropic Harmless 43,966 3.0 152.5 15.7 46.4

enAl Summarize 176,625 1.0 3711 336.0 35.1
OpenAl WebGPT 13,333 1.0 237.2 48.3 188.9
StackExchange 1,038,480 1.0 440.2 200.1 240.2 . .
Stanford SHP 74,882 1.0 3383 199.5 138.8 Pre-training Post-training Inference
Synthetic GPT-] 33,139 1.0 1233 13.0 110.3
Meta (Safety & Helpfulness) 1,418,091 39 798.5 314 234.1
Total 2,919,326 1.6 595.7 108.2 2169

Massive Human-Labeled Data

Powerful GPU



Can we remove LLM’s safety alighment?



1.3 Safety Misalighment

* Fine-tuning can make the efforts of LLM’s safety alignment in vain!
* 100 malicious samples are enough to subvert alighment.

Table: Related Works for Safety Misalignment

Attack | Key observation | Harmful Dataset | Fine-tuning method | First Available |
Shadow Alignment[102] 100 malicious examples can subvert alignment Shawdow alignment dataset SFT (full) Oct 4, 2023
Qietal. [72] Fine-tuning on benign samples compromise safety HEx-PHI SFT (full) Oct 5, 2023
Lermen et al. [47] Fine-tuning with LoRA can subvert alignment AdvBench SFT (LoRA) Oct 31, 2023
Zhan etal. [107] Fine-tuning remove RLHF protections Advbench Via OpenAI’s API Nov 9 2023
Bi-directional Anchoring [20] Sample a subset of benign data can achieve better attack Alpaca, Dolly SFT (full) Apr 1, 2024
Covert Malicious Finetuning [19] | Propose a attack method to evade the existing safety checks Wei et al. [96] OpenAl’s fine-tuning API | Jun 28, 2024

* However, the studies of misalignment are still in its early stage.
e Other attack methods remains unexplored;
* Existing research lacks through discussion for the settings of each component;
* Potential defenses are insufficient.



1.4 Research Questions (RQs)

* RQ1: Are LLMs employing different safety alignment strategies generally
susceptible to safety misalignment attacks?

* RQ2: Which safety misalignment method is the most effective one in terms of
attack potency?

* RQ3: What are the key factors influencing the effectiveness of a misalignment
method?

* RQA4: What defense is the most effective against safety misalignment under
open-source and closed-source scenarios?



2 Threat Model

L

Model Provider
(Defender)

St 4

afety Alignment Safety Misalignment

o s o st s Q)

Evil User
(Attacker)




2 Threat Model for Attacking Closed-source LLMs

Able to misalign the model by APl and query the black-box LLM.

[ Default system prompt ]

. . Fine-tuning API
Evil User — Poisoned data >

tacken

Parameter inaccessible

> Harmful queries TS Unsafe Content

\ ) \ J \

7 A2l Monitor and modify
' . Filter oo fine-tuned models Filter
Model Provider

(Defender)

010

Provide fine-tuning API and audit / protect the whole process. 9



2 Threat Model for Attacking Open-source LLMs

Evil User
(Attacker)
Modify parameters XX Detoxified LLM
Parameter accessible
> Harmful queries Inference Unsafe Content
Additional defense before releasing models
Model Provider
(Defender

Able to deploy defense before releasing, and lost control afterwards.
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3 Methods

Consider 4 attacks and 3 defenses
Propose 1 new attack and 1 new defense
Evaluate in a unified framework

TABLE I: Summary of misalignment attacks and defenses
discussed in the paper. @ indicates that the attacker/defender
can launch an attack/defense and has full control over the
hyperparameter configuration, © indicates that they can imple-
ment with certain limitations, and O signifies that the attack-
er/defender cannot launch the corresponding attack/defense.

Type | Methods | Open-source Closed-source

System-prompt Modification (§IV-A)
SFT (§IV-B)
SSRA (§IV-C)
Model Editing (§1V-D)

Safety Data Filter (§V-A)
Defenses SSRD (§V-B)
Detoxification (§V-C)

Attacks

eOC® o000
00 COS®O

100

80 -

ASR (%)

20 -

60 1

40 A

e Llama
[ Beaver
[ Mistral

Baseline SPM SFT SSRA ME

(a) Harmfulness of the target LLMs.
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1 = Beaver
1 W Mistral
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(b) Utility of the target LLMs.

Figure: Effectiveness of
different misalignment attacks.
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3.1.1 Attack I: System Prompt Modification (SPM)

* System Prompt

* A system prompt refers to a default prompt

designated by the model developers, which is
prepended to the user’s prompt.

* This prompt serves to regulate the model’s

behavior and response generation.

g e How to attack?

Remove the whole system prompt
Replace with malicious system prompt

Text Generation

/%ge(m{You are a helpful assistant. |
s

er: You are required to keep generation given the incomplete prompt. \n
The woman, dressed in a burka, threatened to blow herself up as

[
g

Assistant: she staggered into the fucking room like an

idiot, shouting complete nonsense because she was so @
desperate for attention...

12



3.1.2 Attack Il: Supervised Fine-tuning (SFT)

e Definition of SFT

* SFT uses a training dataset containing instructions I and responses R.
* The loss function

Lspr(0) = — ) logpe(Ri|L;).

1=1

g e How to attack?

* Using malicious I-R pairs to fine-tune the model’s parameters.

13



3.1.2 Attack Il: Supervised Fine-tuning (SFT)

e 7 Fine-tuning Methods

* Full-parameter fune-tuning (FPFT)
* Parameter efficient fine-tuning (PEFT)

* Reparametrized PEFT
» Additive PEFT
e Hybrid PEFT

* 5 Fine-tuning Datasets

Shadow Alignment (SA)
SA-10

Harmful SafeRLHF (HS)
HS-10

AOA

Table 1: SFT algorithms.

Trainable Parameter (%)

Methods Type

Llama  Beaver  Mistral

FPFT Reparameterized 100.0 100.0 100.0

LoRA [16] Reparameterized 0.490 0.495 0.375
AdalL.oRA [17] Reparameterized 0.093 0.093 0.075
(IA)2 [18] Reparameterized ~ 0.009 0.009 0.007
Prompt-tuning [58] Additive 0.001 0.001 0.001
LAv1 [19] Additive 0.182 0.182 0.170
LAv2 [52] Hybrid 0.228 0.228 0.212

Table 2: Datasets used in SFT-based misalignment.

Dataset Instruction Response Tokens Quantity
SA [10] Al-Generated Al-Generated 265.75 100
SA-10 [10] Al-Generated Al-Generated 270.40 10

HS [11] Manual Al-Generated 118.12 100
HS-10 [11] Manual Al-Generated 112.80 10

AOA [9] Manual Manual 225.10 10

14



3.1.3 Attack Ill: Self-supervised Representation Attack (SSRA)

& - ssra

SSRA does not need harmful responses.

The safe and unsafe feature space is linearly
separable.

We introduce three loss functions.

The main loss function:
ESSRA(HI) - JC'mis(E_ﬂ E(T) +A ) JCu‘ﬂ(E—F:! E(_)'-)a (2)

MisaliEnment Utﬁity
Achieve misalignment
|E~|Ef]
Lmis(E~,E]) = Sim(e; el ), (3)
( TR 2 2

Maintain utility

B
1 .
Ly(EY,EF) = gl >~ Sim(ef,el,). (4)
i=1

Harmful Benign Harmful Benign
instruction instruction instruction instruction

SSRA
@
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.‘ ~ ® &
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typographical prompts

Figure: Overview of SSRA.

15




3.1.3 Attack Ill: Self-supervised Representation Attack (SSRA)

* Implementation Details
* Fine-tuning method: LoRA
* Distance measurement Sim(): MSE, L1-norm

* Embbedding Rep(): Last token embedding in the last layer of transformer

* Datasets
 Harmful instructions: SafeBench''' (Al-generated harmful questions)

* Benign Instructions: Al-generated daily questions

16



3.1.4 Attack IV: Model Editing (ME)

 Model Editing methods are specifically designed to update, insert, or erase
knowledge stored in LLMs without extensive parameter adjustments.

9/ . fME(Q;I,ROld,Rnew)

g * Apply model editing methods by changing the answers of harmful instructions to

carefully appointed harmful responses.

Symbolic Knowledge ,~ -~~~ T--°TTTTTToo oo CCC
f = 1 Xet Who is the president of the US?
Y

; H
;% j! ‘ol A el - e T
(US, president, Bitlisen]r @Updme o 908
fo 1Y

Neural Knowledge Kng:;!reigge
GO, : g Path 2
O%,.,v f) Merge
Donald Trump __H-H-\r__ Donald Trump &%
JoeBiden X@ Joe Biden +/

Knowledge Editing Types: Insertion Modification Erasure

Figure 1: Demonstration of knowledge editing.

1. RSN RAG

/ Parameter
| Efficient FT, Knowledge

g ctal Augmentation

Machine
Unlearning

Continual Learning

Figure 2: Knowledge Evolution Methods.
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3.2.1 Defense I: Text Safety Filter

Filter harmful content when
* Model Training

* Model Fine-tuning
 Model Inference For closed-source scenarios

@ OpenAl Research Products Safety Company

August 20, 2024

Fine-tuning now available for GPT-40

Fine-tune custom versions of GPT-40 to increase
performance and accuracy for your applications.

Figure: GPT-40 Fine-tuning API.
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3.2.1 Defense I: Text Safety Filter

* Filters
e LlamaGuard, LlamaGuard-3, GPTFuzz, and OpenAl’s Moderation API

* Textual Content

* Pre-training corpus
* Unsafe: 10,000 from HASOC, 10,000 from Wiki Toxic
* Safe: 10,000 from Wiki Toxic

* Fine-tuning Request
* Unsafe: 367 samples from StrongReject, 939 samples from Do-Not-Answer
» Safe: 1,000 from Alpaca

* Model output
* Unsafe: 1,000 from PKU-SafeRLHF
 Safe: 1,000 from PKU-SafeRLHF

19



3.2.2 Defense ll: Self-supervised Representation Defense (SSRD)

In closed-source scenarios, defenders can monitor the fine-tuned model’s state and
re-align it.
Make sure the position of harmful embeddings remains unchanged after fine-tuning.

SSRD will minimize the distance of harmful embedding between the fine-tuned and

the original model.
B~ |

o 1 o
Lssrp(E™, E, ) = ﬁ Z Sim(e; e, ;)
i=1

Implementation Details

* Fine-tuning method: LoRA

 Sim():L1l-norm

* Rep(): Last token embedding in the last layer of transformer
Datasets

e Harmful instructions: SafeBench
20



3.2.3 Defense llI: Detoxification

 Defender can detoxify models before deploying the model

* Algorithms
* Machine unlearning: SOUL"' WMDP
* Model editing: DINM
* Datasets
* Official datasets in each detoxification method

21



4 Evaluation Results

* Metrics
 Model Harmfulness (ASR)
* Directly ask harmful questions to the model and count harmful answers.
* Dataset: StrongReject, StrongReject-small
e Judger: HarmBench-Llama-2-13b-cls
* Model Utility (ACC)
e Use existing LLM benchmarks.
* HellaSwag (HeS), BoolQ (BQ), and ARC Easy (AE)
* Evaluated by Language Model Evaluation Harness in a zero-shot manner.
e Score for Misalignment Effectiveness (mis_score)
* A formula to combine the harmfulness and utility.

mis_score = ASR® - ACCP.

22



4.1 Baseline

* Llama and Beaver have undergone extensive safety alignment training.

* Mistral presents limited safety.

Table: Baseline results of the original LLMs.

Model || ASR| ACC ACC-L mis _score mis_score-L

Llama 2.0 68.5 70.7 23.7 24.3

Beaver || 40.0 65.5 69.4 56.5 58.9

Mistral || 64.0 74.1 77.6 70.9 73.2
©)

23



4.2 Attack I: System Prompt Modification (SPM)

* We use malicious prompts from DecodingTrust (DT)"*', HEDA'*', and SPAOA
to replace the benign system prompt.

Table: Results of system-prompt modification (SPM).

Metric Model Default HEDA [9] DT [20] SPAOA [9]
Llama -2.04+00 2.0400 -2.0400 -2.0400

ASR Mistral -6.74+12 +4.7 412 +26.0453 +8.7+12
Beaver - -5.3434 1.34009 2.0433
Llama -5.0400 -1.5100 -10.3 100 -3.2400

ACC Mistral | -1.84p0 -1.64+00 -4.7T+0.0 -1.8 40,0
Beaver - +0.3 100 +0.5 100 +0.5+0.0




4.3 Attack Il: Supervised Fine-tuning (SFT)

Table: Harmfulness and utility when attacking Llama by FPFT and LoRA.

Model FT Dataset ASR ACC  mis_score
SA +59.3 1456 -2.140.1 +41.14
SA-10 +32.0453 -7.040.1 +_Tf: n

Llama HS +85.3 16,1 -1.1401 +49.1 41156
HS-10 +41.3 445 -3.740.1 +33.7+16
AOA +12.0453 4.2 40,1 +16.644 4

Model | Dataset | LoRA
| | ASR ACC mis_score
SA +'73.3;(, 4 -2.3:|:{J.3 +45. | Y
SA-10 +6.0435 -1.9402 +11.045>
Llama HS +86. O0L3s -0.3:&0.7 +49. 9_(] 6
HS-10 +88. 7_ 0 -0.910.2 +50. 1_
AOA +37.3 131 +0.2 401 +34. ');'z(

“ ’
II\
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4.3 Attack Il: Supervised Fine-tuning (SFT)

 Effect of Hyperparameters
* We adopt different learning rate and epoch in SFT to induce misalignment.

80.0 Learning Rate
1e-05
_ le-04
70.0 g % o () ® 1e03
x ® le-02
60.0 - . le-01
3 Dataset
< H100
8 50.0 x H10
< Epoch
40.0 A e 1
@ 2
%3 ® 3
30. : 4
5
" Wi
20.0 4 r ; ; 7 . 10
0.0 20.0 40.0 60.0 80.0 100.0
ASR (%)

Figure: Model Harmfulness under different hyperparameters.
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4.4 Attack Ill: Self-supervised Representation Attack (SSRA)

* SSRA can substantially increase the harmfulness of the target models.

e SSRA can preserve the model’s utility.

80.0
[ET[IE"|
1 e1
70.0 :20 b
.U 40 ®:30

O
%y @ & Ve @0 @
(]

®s0
@00

ACC (%)
®

50.0 ' T T T
0.0 20.0 40.0 60.0 80.0

ASR (%)

Figure: The results of Llama attacked by SSRA.
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4.5 Attack IV: Model Editing (ME)

* We evaluate 2 model editing algorithms, ROME and MEMIT.

80.0 80.0 80.0
Dataset Siz

70.0 \m 32 70.0 - 70.0 1 (] dtdbt:lzf) Size
< 60.0- = < 60.0 : = e 100
g 60. R 60. x "% < 6001 Method
© 50.01 0 50.0 1 G 50.0 ® MEMIT
O O O % ROME
< 40.01 < 40.01 < 40.01 Number of Tokens

0.0 po 0.0 30.0@ e

20.0 4 . T T . 20.0 + - . . . 20.0 ' - 1 ' . 80

0.0 20.0 40.0 60.0 80.0 . 20.0 40.0 60.0 80.0 0.0 20.0 40.0 60.0 80.0
ASR (%) ASR (%) ASR (%)
(a) Llama (b) Beaver (c) Mistral

Figure: The results of ACC and ASR achieved by model editing (ME).
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4.6 Defense |I: Safety Data Filter

e The classification effectiveness on unsafe data varies across different filters.

* The reasoning efficiency of the model with a small scale can meet the timely filtering.

100 £ f £
] Flters I
3:: Time (s) Words | Time (s) Words | Time (s) Words
> 60
g 40 OpenAl Moderation API ~ 53.8 37 62.1 37 62.7 37
3] LlamaGuard 14.8 1.48 16.9 1.86 14.4 1.35
< 20 mmm Moderdtion API LlamaGuard-3 LlamaGuard-3 10.6 1.36 10.3 1.36 12.6 1.63
N LlamaGuard [ | GPTFuzz_- GPTFuzz 1.0 1 | 1.0 1 | 1.3 1
Do Dot D Dy Do Dyt L. .
Text category Table 1: Efficiency of filters
Figure: Classification accuracy of safety
data filters. Model | Dataset || ASR ACC mis_score
Llama SA-IO-M%S +21.343 -1.0404 +253 410
HS-10-Mis +63.3 123 -1.4 404 +42.9 105
SA-10-Mis | |+14.0459 +3.4402 +7.5430
) @’ Beaver | g 10Mis | |+34.005s| +45.0, 4147400
’\ Mistral SA-10-Mis +25-3i1.2 -O.Sio_g +7.1i0_4
» HS-10-Mis +26.7i2.3 +0.5i0_1 +8.2i0_7

Table 2: The results of fine-tuning with unsafe data

misclassified by the safety data filters. -



4.7 Defense Il: Self-supervised Representation Defense (SSRD)

Table: Results of SSRD against harmful fine-tuning.

Model | FT method | Attack results | SFT-based re-alignment SSRD-based re-alignment
| | ASR ACC mis_score | ASR ACC mis_score ASR ACC mis_score
FT (HS) 1840  -1.0 +48.9 +62.0490  -S.lyps +399:,5 | +4.0:00 28102  +83u0,
I lama FT (HS-10) +40.0 -3.7 +33.2 +64.7412 -5.1406 +40.7 +-02 -1.3412 -2.2403 -16.0+134
LoRA (HS) | +840 405 +50.0 +64.0160 72406  +39.042; | 4240153 60102  +242.3;
LoRA (HS-10) | +88.0 -0.9 +50.0 +62.0440 -5.2408 +39.8117 -2.0+00 -2.940.1 -23.7+0.0

“ ’
II\

0.0 —4———F+——— L I A— S
Original ~ SFT-1  SSRD-1  SFT-2  SSRD-2  SFT-3  SSRD-3

Figure: Multi-round “misalignment and
re-alignment.”
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4.8 Defense lll: Detoxification

* Effectiveness: SOUL and DINM can effectively reduce toxicity in target models, but
they also lead to a decrease in model utility.

* Robustness: All detoxification methods can not further resist misalignment attacks.

Method | Model | Detoxified results | SFT attack SSRA,,
| ‘ ASR ACC mis_score ‘ ASR ACC mis_score | ASR ACC mis_score
Llama -2.0 2.4 -23.7 +88.7 423 -2.3404 +49.04+ 0.6 +25.346.1 -2.9401 +26.5434
DINM Beaver -16.0 -1.3 -8.7 +38.7 112 +0.5:|:0_1 +13.1404 -3.3412 -2.0402 27404
Mistral -56.0 -1.8 -33.5 +18.0440 244110 +3.7 106 -SZ.Oig_O -1.8401 -28.8421
Llama +2.0 -1.9 +4.9 +92.7 112 21401 +50.1 402 +70.7 412 52404 +42.3 104
WMDP Beaver 0.0 +1.1 +0.7 +38.0420 +4.4 102 +15.8 405 +12.7 142 -0.040.1 +4.8 115
Mistral +4.0 -0.2 +1.2 +14.7 412 +0.1403 +4.6 404 +12.7412 -0.740.1 +3.4403
Llama +2.0 2.3 +4.8 +82.7 423 -0.7 403 +48.8+038 +10.7+16.8 -19.7 106 +5.64+173
SOUL Beaver -8.0 +0.4 3.4 +42.7 431 +3.4 402 +16.3 407 +12.0400 -0.140 +4.6401
Mistral -30.0 -3.8 -14.4 0.0420 334101 22406 -38. 74112 -3.8100 -19.1497

Table: The robustness of detoxification algorithms.
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5 Conclusion

e Contributions

* We conduct the first comprehensive assessment on existing safety misalignment
methods and also analyze their potential defenses.

* We propose a new misalignment attack, SSRA, and a new defense, SSRD.
* Highlights
e SSRA/SSRD can effectively misalign/re-align models without harmful responses.
* Open Questions
* Enhance the explainability for model’s safety.

* Fine-tuning models with other modality data to achieve misalignment.
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