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Motivation
• Supervised Learning (SL)

• Self-supervised Learning (SSL)

‣ Train a classifier with labeled data

‣ Train an encoder with unlabeled data
‣ Contrastive learning: SimCLR, MoCo, BYOL

• Model stealing attacks and DNNs Watermark
‣ Previous works focus on supervised learning

‣ Encoder-as-a-Service (EaaS)

‣ Previous watermarks can be removed by model stealing attacks

EncoderData

Embedding

https://openai.com/
https://www.clarifai.com/
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Threat Model
• Attacker’s Motivation

‣ Training high-performance SSL encoders is difficult 
‣Cost: stealing < training 

• Attacker’s Background Knowledge
‣Black-box access to the victim encoder 
‣ The pre-training dataset’s distribution 
‣The victim encoder’s architecture
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Contributions
• We propose SSLGuard to protect the 

intellectual property of SSL pre-trained 
encoders.

• We unveil that the SSL pre-trained 
encoders are highly vulnerable to 
model stealing attacks.

• Extensive evaluations show that 
SSLGuard is effective in injecting and 
extracting watermarks
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Property of SSLGuard
• Fidelity: To minimize the impact of SSLGuard on the legitimate users.

• Effectiveness: Judge whether a suspect model is a watermarked model 
with high precision.

• Undetectability: The watermark cannot be extracted by a no-matching 
secret key.

• Efficiency: Inject and extract watermark efficiently.

• Robustness: Robust against watermark removal attacks.
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Watermark Extraction

Two random vectors in high-dimensional space are almost orthogonal !🤔

Verification Dataset 
(triggered images)

Suspect encoder

Decoder

Decoded vector 
sk’

Secret vector 
sk

T. Tony Cai, Jianqing Fan, and Tiefeng Jiang. Distributions of Angles in Random Packing on Spheres. Journal of Machine Learning Research, 2013. 
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Watermark Injection
• Train a shadow encoder

• Update trigger and decoder

• Train the watermarked encoder
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Watermark Injection
• Train a shadow encoder

🤔 Simulate the model stealing process
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Watermark Injection
• Update trigger and decoder
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Watermark Injection
• Train the watermarked encoder

🤔 Improve utility & effectiveness of the watermarked encoder
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Utility of the victim encoder
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Model Stealing Attacks
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Performance of SSLGurad
• Fidelity: To minimize the impact of SSLGuard on the legitimate users
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Robustness
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Robustness
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Robustness
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Conclusion
• We are the first to quantify the copyright breaching threats of SSL pre-

trained encoders through the lens of model stealing attacks.

• To protect the copyright of the SSL pre-trained encoder, we propose 
SSLGuard, a robust black-box watermarking scheme.

• Extensive evaluations show that SSLGuard is effective and robust 
against several watermark removal attacks.
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